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Abstract. Objectives: The main goal of this paper is the internal comparison and classification 
of software process assessment methods. Methods: This exploratory study used a new 
methodology, based on numerical taxonomy. Eight software process assessment methods 
(SCAMPI; RAPID; SPICE; EVALUATION; BOOTSTRAP; SA-SI; MMA, and CBA-IPI) 
were classified. For the study were used documents describing the assessment methods. 
Results: A data table with a final set of 112 characters; proximity matrices of methods from step 
4, and the final result was a hierarchical taxonomy of the eight methods selected from a set of 
taxonomies (step 5) validated (step 6) for a significance level of 5%. Conclusions: The internals 
comparison and classification produced are preliminary and are in accordance with our 
perceptions about the internal relationships between the methods. From the taxonomy was 
concluded that the methods SCAMPI and Bootstrap are the closest, followed by CBA-IPI, 
RAPID and MMA, Evaluation, SA-SI and SPICE by this order. Because of the exploratory 
nature of the work, the need for more studies is pointed. 

1   Introduction 

Software process assessment (SPA) is an important step in the software process 
improvement (SPI) cycle. Because SPA results are the input for the SPI initiatives, a 
“good” assessment can be seen as one that allows a successful improvement. To know 
the reasons why an assessment method contributes to such a “good” assessment it is 
necessary to know which attributes, and their combinations, that successful methods 
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possess and that the others do not. So, it is necessary to compare current methods 
about their internal characteristics, as done in this paper. Such comparisons, together 
with empirical data about the use of the methods, will allow the discovery of which 
characteristics should be present in “good” SPA methods. 

Software process improvement, in general, and the assessment area, in particular, 
are far from being guided by a scientific theory and could not be considered 
scientifically mature. In a comparison or classification of SPA methods, if it is lacking 
a theoretical base, then it is not rational to prefer some characteristics in detriment of 
others. This implies the need for a comparison and classification method where all 
known characteristics could be considered. 

Some comparisons and classifications have been made about strategies and models 
of process improvement, but very few of SPA methods are described in the literature. 
Additionally there are no well defined methods for comparing SPA methods, as there 
is a lack of approaches for software methods in general [39]. Those methods belong, 
in general, to the second and fourth classes of Henk Sol [38] types of methods of 
comparison. The goal of our work is the comparison and classification of SPA 
methods based on their internal characteristics. The comparison and classification was 
done with a new methodology based on numerical taxonomy, as proposed initially for 
biological sciences, which solves the previous limitations. 

In the next sections we present related work, the research approach and its 
application, after which we discuss results and present some conclusions. 

2.   Background and Related Work 

It is possible to find a reasonable number of studies comparing SPA models, as [2], 
[13], [14], [22], [24], [25], [26], [33], [41], [42], [43] [44], [47], but only a reduced 
number of comparisons of SPA methods. The comparisons of SPA methods we could 
find reported in the literature are, Ares et al. [1], Haase [12], Rout[28], Rout and 
Gasston [29], Rout and Nielson [30], Wang et al. [45], Zahran [47], and the Software 
Engineering Institute (SEI) [36]. 

However there are no simultaneous studies of comparison and classification and 
none of the studies could be considered adequate: usually the studies analyze only a 
few methods or a few characteristics depending of each author’s criteria or goals and 
without a well defined comparison process, with all the consequent problems, like 
lack of uniformity, difficult to determine its quality, difficult of construction and 
impossibility to replicate the classification. Replication studies are considered 
important in an empirical software engineering but, usually, are not developed [3].  

It was necessary to use a new approach for the comparison and classification of 
software methods, and SPA methods in particular. The new methodology used allows 
the creation of a numerical taxonomy of the methods. Because it analyzes methods, 
the approach is referred as a methodology. The approach is considered empirical, 
statistical and multidimensional. It is based on a numerical taxonomy used in biology 
that was, mainly proposed in the end of the fifty's by Sokal and Sneath [37] to classify 
live beings. Despite its origin, the numerical taxonomic methods are considered 
applicable to other areas [20] [15]. 
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The methodology advocates the importance of gathering as many characteristics as 
possible about each entity (method) to be classified in order to produce a “natural” 
classification. This is known as the saturation principle and that is consistent with the 
lack of a theoretical base as stated previously. Because it is a rigorous and numerical 
approach, studies that use it could be more easily replicated. 

3.   The Comparison and Classification Methodology 

In the methodology the resulting classification is hierarchical. Each entity is 
designated by OTU (“Operational Taxonomic Unit”) and the characteristics by 
characters. The methodology comprises the following steps: 

1. Choose the OTU’s – In this step the SPA are chosen. 
2. Character discovery and measurement - Consists of determining which characters 

should be included and the “measurement" for each OTU. 
3. Codification – Codification of the characters and their normalization; It also 

involves the treatment of missing data. 
4. Proximity – In this step the proximity matrix is produced showing the 

dissimilarities between the OTU’s. This gives a value of “global affinity” between 
the methods. In the calculation several coefficients of dissimilarity are used. 

5. Clustering – This step try to group the methods. Several clustering criteria are 
applied in a hierarchical agglomerative strategy. This is the cluster analysis step. 

6. Validation - Statistical validation of the results in order to find the best solution. 
Validation is done based on the idea of stability. 

7. Interpretation – Interpretation of the solution – It includes the formation of 
potential groups and conceptualization. This step requires knowledge of the 
application domain of the study (SPA methods in the present case). 

8. a) Data extraction - given a taxonomic group, obtain the data about that group; b) 
Identification of cases - determination of the respective group of a given method. 

The first three steps allow the creation of a data table with the characters for each 
method, which is the usual result of comparative studies. With this methodology we 
can go a step further by allowing the development of a classification of the entities. 
With the methodology interpretation is possible at the various steps, but it is done 
mainly at the seventh. The authors of the methodology advocate the application of 
several measures at step 4, and of several methods (criteria) at step 5, in order to 
produce several classifications. The consistency between the several results is 
considered an indicator of the quality of the solution. The classification with the 
smallest error could be selected as the solution. 

4.   The Study 

The study is exploratory and followed the methodology steps, rules and 
recommendations. These rules and recommendations affected the decisions. Step 
number seven is not covered because it was not completely developed and because it 
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consists mainly of numbers identifying the characters belonging to each of the classes 
found making no sense without the data table. The last step is not part of the study. 

Given the high quantity of numerical computation required, the Matlab software 
package was used. Notwithstanding the enormous functionality offered by the 
package, notably from its “statistics toolbox”, it was necessary to develop many new 
Matlab functions using its built-in language. Routines were developed for numeric 
processing at steps, 3, 4, 5, 6 and 7. Computation was done in a 1GHz laptop with 
2*256 MB of main memory and Microsoft Windows XP operating system. 

4.1. Choose the OTU’s (Step 1) 

The study attempted to include all the SPA methods that have some documentation 
describing them. However it was not possible to include all the SPA methods, because 
there was not enough information available for some of them. In some cases the 
methods were not freely available. Older versions of existing methods have not been 
included. Because methods using only a questionnaire are considered too limited [11] 
they have not been included. There was also a set of methods planned to be included 
later in the classification (step 8) and that will allow test classification sensibility to 
new cases. Eight methods were chosen. From a sampling theory point of view it is an 
intentional non-probabilistic sample. The methods selected and their main reference 
sources are listed in Table 1. The set of methods has dimension n=8. 

Table 2. Methods included and their sources. 

Method Author Main sources 
!" #$%&'() #*() +,-./+,0.)
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4.2. Character Discovery and Measurement (Step 2) 

Character discovery was done OTU by OTU, by reviewing exhaustively all the 
documents related to the methods in order to find items that could be recognized as 
characteristics of a method. The discovery began with the SCAMPI method, because 
it was one of the biggest, this is, more documented. This was easy because SCAMPI 
requirements were all well stated in a document [36] from SEI. Our list of characters 
reflects that. The set of characters about the ISO/IEC 15504, was obtained through a 
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table [36], connecting the SCAMPI method with 15504,  and with the ISO/IEC15504 
documentation. Because character discovery is empirical, each character being 
discovered by observation of its method there are no empty variables. A total of 165 
characters were discovered. 

For the cases where the character presents some well-defined values, these values 
were used. If not, a dichotomous classification scale, like “Present” and “Absent” was 
adopted by default. Some times the two state scale gave place to an ordinal scale of 
the kind, “Absent”, “Partially Present” and “Present”. The scale in these cases is 
ordinal. In other situations there was the need to use nominal multi-state and 
quantitative data. With the discovery and measurement of the characters a data table21 
with the 165 characters was constructed. An extract of three characters of the data 
table is presented in Table 2, where “S” means “Present” and “N” “Absent”. 

Table 3. An example of three characters. 

N
º Characters \ Methods 1 2 3 4 5 6 7 8 

1 The Sponsor is a Senior manager #) #) #) S) #) #) S) #) )

2 The Sponsor is a manager, but not Senior S) S) S) #) S) S) S) S)

3 The Sponsor is from the SPEG S) S) S) S) S) S) #) S)

4.3. Data Codification (Step 3) 

The data were codified with the integer values {0,1} for the {S,N} case, to {0,1,2} for 
the {S,P,N} case, and no change was made for quantitative values. Next it was 
standardized in amplitude to the interval 0 to 1. There was a significant number of 
missing data and it did not make sense to apply a statistical procedure to treat the 
missing data. Note that there is about 1/20 ratio of entities by variable, but regression 
methods usually require much more cases than variables. So, it was applied the 
simplest solution, variable-deletewise, that means to delete the variables with missing 
data. After the deletion a total of p=112 characters remained. 

4.4 Proximity (Step 4) 

In this step the dissimilarity matrices were calculated by applying 5 coefficients 
(Euclidean, Standardized Euclidean, City Block, Minkowski with p=0.5 and 
Minkowski with p=4). These distances assume that data is quantitative. The resulting 
proximity matrices are shown in the Appendix. Each entry represents a distance 
between a pair of methods, in a total of N = n (n-1) / 2 = 28 distances. 

                                                           
21 The table, in Portuguese, is available from the first author. 
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4.5 Clustering (Step 5) 

For clustering, four hierarchical criteria (Single Linkage; Complete Linkage; 
Average; and Ward) were applied. These criteria could produce very different 
classifications and induce ultrametrics. The result was a total of twenty classifications. 
The classifications are presented in the form of indexed trees, called dendrograms. 
The index is a function describing the strength of the connection between nodes. 

 

 
Fig. 3. The dendrogram of classification number 19. 

4.6. Validation (Step 6) 

The goal is to find the classification with the small error introduced during the 
classification, defined by the distortion introduced by the clustering method. The 
statistic chosen was the coefficient of cophenetic correlation (CCC) which is 
complementary to the clustering error. In Fig.1 the value between parentheses is the 
CCC. The significance of the results obtained was tested for each method for a 
significance value of 0.05. Because the CCC distribution depends from application to 
application, the null distribution for each method was determined by Monte Carlo 
sampling, with a number of 1000 samples. From the twenty initial classifications, five 
were rejected.  

The concordance between the dendrograms of the statistical significant 
classifications was analyzed by applying the Kendall’s W coefficient of concordance 
to their topologies (described by the Partition Membership Divergence [27] 
topological descriptor). The value obtained confirmed concordance for a significance 
level of 0.01. To select the classification with the smallest error it was necessary to 
select the classification with the highest CCC. Such solution is the number 19, 
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Average/Minkowski-p=4, which is showed in Figure 1. But the solution number 3, 
Average/Euclid, has nearly the same value (equal to the third decimal place). 

5.   Discussion and Validity of Results 

Methods SCAMPI and Bootstrap from the solution were the first to be joined, 
followed by CBA-IPI. Next RAPID and MMA were joined, followed by Evaluation 
and SA-S.I In the end SPICE joined the first group. The proximity of Bootstrap and 
SCAMPI is understandable because both methods were developed from a previous 
SEI method and from the SEI CMM model. They are also ISO/IEC 15504 compliant. 
CBA-IPI is also a SEI method, and SCAMPI was directly based on it. Methods 
RAPID and MMA are the most light. SA-SI is more problem oriented and depends 
only partially on an assessment model (the CMM). The Evaluation method is the only 
one based on a theory (theory of evaluation). SPICE is a standard and so it possess the 
minimum set of requirements that methods should have to be SPICE compliant. This 
could explain the distance of SPICE. 

Some results obtained from the matrices followed by possible explanations: 
1. In the dissimilarity matrices the most similar methods are 1 and 5, SCAMPI and 

Bootstrap, or 1 and 8, SCAMPI and CBA-IPI. Between the more dissimilar 
methods the variability is higher. 

2. In the matrices, CBA-IPI appears closer of SCAMPI than of Bootstrap. 
3. SPICE appears nearly equidistant of SCAMPI and Bootstrap. 
4. The methods MMA e RAPID appears always near each other. 

Possible explanations, in the same order: 
1. These proximities were expected as explained earlier. 
2. Both SACMPI and CBA-IPI were developed by SEI, but Bootstrap was not. 
3. Bootstrap is compliant with 15504, but much more complete. SCAMPI uses 

CMMI models but it can be compliant with the standard if used with the 
continuous version of the CMMI. 

4. Again, these two methods are less heavy than the others. However RAPID is 
SPICE based but MMA is CMM oriented. MMA is also more flexible. 

Some validity issues should be pointed. The main limitations of the study are of 
two kinds: limitations with the numerical taxonomy itself; and construction of the 
data table by one person only, the first author. Character discovery is a subjective task 
based on the analyst intuition and knowledge of the domain. However, was possibly 
compensated by the large number of characters as advocated by the methodology. 
Because character discovery was done by only one person we couldn’t evaluate the 
validity of that process. The differences in the amount and quality of information 
between the methods documentation could also have affected the results. The 
character discovery and measurement started with the SCAMPI method described in 
the document ARC-Assessment Requirements for CMMI [36] and its use probably 
introduced some bias in the character discover process. Because several requirements 
have been divided, some deleted and new ones added, hopefully we reduced a 
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possible bias. Finally, missing data was in a significant number. All this implied that 
the results could not be considered definitive. 

3.   Conclusions and Future Work 

The goal of this study was the development of a comparison and classification of 
SPA methods based on their internal characteristics. It was used an innovative 
approach based in the numerical taxonomy as used in biology to classify live beings. 
An internal classification is in agreement with measurement theory because external 
measurement depends on the measurement of internal attributes. Direct measures 
occur in an initial phase of scientific development [48], as it is the case with SPA. As 
long as we know, this is the first numerical comparison and classification of SPA 
methods, or of software methods of any kind based on their internal characteristics. 

The classificatory study was two-fold exploratory. From one side some SPA 
methods have never been compared and some characteristics never included, from 
other side, it was the first time this new comparison and classification methodology 
has been used. In the study eight SPA methods were compared and classified. The 
classification was done based on 112 characters. The chosen solution was the 
hierarchical taxonomy number 19. Potential groups were not created because of the 
exploratory nature of the study. However, it was apparent a group of three methods, 
SCAMPI, Bootstrap and CBA-IPI.  

On this stage of work we were not motivated by practical reasons, however, with 
the actual results is possible to choose a method in a specific situation by being aware 
of the relevant characters and their importance. With this information the user could 
consult the data table to know whose methods better satisfy such characters. Or, using 
information from step 7, he could inspect in the taxonomy the classes that possess the 
relevant characters.  

A future review of the SPA methods could allow a reduction of missing data, and 
then, another strategy for missing data should be considered. The subjective task of 
character discovery also needs to be improved. The binary and ordinal scales were 
treated as interval scales, because such violations could be considered acceptable in 
an exploratory study [6] and we did not find that the effects of such violations did 
produce significant differences in the results. Obtaining more documentation for the 
study proved to be difficult.  

This work is included in a more wide work intended to identify the relationships 
between the internal characters and the results produced by the methods (the external 
characteristics). This means to apply the methodology, or part of it, two more times, 
to detect external characters and to relate external with internal characters. So other 
studies should be developed. To use the methodology in such staged way means that 
it can be seen as an empirical research methodology that could allow detect cause-
effect relations. About the methodology it is planned to complete step 7 with concept 
formation and the study of the validity of the saturation principle with software 
methods documentation. We also intend to apply the methodology to other kinds of 
software methods and software phenomena. 
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Appendix: Proximity Matrices 

Euclidean 
6.94   5.79   6.38   3.28   7.09   7.06   3.28 
       5.71   5.82   6.55   6.18   5.50   6.92 
              5.89   5.50   6.69   7.03   6.38 
                     6.20   6.04   5.71   5.96 
                            6.89   6.83   4.30 
                                   6.29   6.71 

                                             6.64 
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CityBlock 
51.34  36.00  42.50  12.50  54.50  55.83  11.50 

        36.34  36.84  44.84  43.16  35.49  50.84 
               37.50  31.50  50.50  54.83  43.50 
                      41.00  41.00  38.33  38.00 
                             50.00  53.33  21.00 
                                    45.33  49.00 
                                           49.33 

Minkowski p=4 
2.60   2.37   2.51   1.75   2.62   2.60   1.79 
       2.34   2.37   2.68   2.42   2.27   2.60 
              2.39   2.51   2.52   2.59   2.49 
                     2.46   2.40   2.31   2.41 
                            2.74   2.54   2.02 
                                   2.44   2.55 
                                          2.52 

Standardized Euclidean 
3.31   2.69   3.07   1.58   3.32   3.29   1.59 
       2.53   2.67   3.24   2.68   2.47   3.29 
              2.70   2.70   2.95   3.27   3.02 
                     3.02   2.67   2.50   2.84 
                            3.34   3.22   2.09 
                                   2.74   3.09 

                                             3.05 

Minkowski p=0,5 
2923.39  1449.41  1931.58   194.60  3366.42  3701.25  146.93 

        1558.87  1549.31  2266.13  2232.32 1585.78 2847.43 
                 1582.30 1129.40  3054.05  3531.18 2095.64 

                          1855.12  2000.59  1860.27 1605.69 
                                  2824.09  3476.19  532.27 
                                           2513.10 2736.72 

  2885.47 

 
 
 


